

	
	
	



AI in Human Subjects Research: Rutgers Consent Guide 
About This Guide
This guide offers suggested consent form language for research that develops, improves, or uses artificial intelligence (AI) — whether AI is the focus of the study itself or serves as a tool to support the research (for example, in recruitment, data collection, analysis, or interventions). 
[bookmark: _Int_Eg3fUZtG]The examples are organized by the common consent sections found in the Rutgers IRB consent form templates available on the Rutgers HRPP/IRB Toolkit website and are intended to help researchers communicate clearly and effectively with participants when AI is part of the human subjects research. 
Instructions:
· Carefully review the guidance below to identify language relevant to your study's use of AI.
· Use the examples in this guide as a starting point. You should adapt the language as needed or create customized consent language that accurately reflects the specific aims, methods, and AI-related components of your research study.
· [bookmark: _Int_GaOrWM9J]Write consent forms clearly and simply, ideally at a sixth-grade reading level.
· Ensure participants clearly understand their role, rights, risks, and the purpose of the AI tools.
· Clearly state, if applicable, participants' rights to request alternatives or opt out of AI interactions or analysis.
· Remove all instructional and placeholder text (i.e., text in brackets and section headings) before submitting.

	Consent Section
	What to Include:
	Examples of Suggested Language:

	Key Information
	Start by clearly describing what kind of AI research the participant is joining: A study for development (training a new AI model)? For validation (testing accuracy, safety, or fairness)? Or for real-world testing (evaluating clinical impact or workflow integration)?
	1. This research is being done to [develop / validate / test] an artificial intelligence (AI) system designed to [state function — e.g., assist with medical image interpretation, predict treatment response, etc.]. The purpose of this study is to evaluate how accurately and safely the AI system performs and to understand how it might improve research or patient care in the future (Source for this section, Tamiko Eto).

	A. Purpose (“Who is conducting this research and what is it about?”)
	- State the overall purpose of the research.
- Clearly describe how AI is used (recruitment, data collection, analysis).
- Use plain language to explain AI’s function.
	1. We are conducting this research to develop a new AI system that can [describe purpose]. Your data will help improve the AI’s ability to [simple description].
2. This study explores how AI interprets human input. You will interact with an AI model, and your responses will help improve future systems.
3. AI technology [name/type] will collect [plain-language description of data] to help us understand [study goal].
4. This research uses multiple AI systems: [AI A] screens responses, [AI B] provides recommendations, and [AI C] analyzes results.
5. The AI system is experimental and may not always be accurate. We will compare its results with human judgment.

	B. What Will I Be Asked to Do?
	- Describe all participants' activities.
- Specify the type of data collected (text, images, medical records).
- Explain how AI uses data as part of research activities.
- Include estimated time commitment.
	[bookmark: _Int_o2ZeHj5l][bookmark: _Int_C16H7Jwp]1. You will interact with an AI system by [describe method]. You’ll be asked to [tasks], that will take about [add time duration].
2. The AI will analyze your [type of data] to [describe purpose.]. You will [participant actions], that will take about [add time duration].
3. In a simulated environment, the AI will [describe role]. You will [tasks], using [interface], lasting about [add time duration].
4. You will use [add the AI tool], which will [describe function.]. It will [explain interaction].
5. The AI adapts based on your inputs, so it may respond differently to you than to other participants. 
[bookmark: _Int_1UKYdLwB]6. We are asking for your permission to use your [describe data type, e.g., coursework, radiology images, medical records] to help train an AI [e.g., model, chatbot]. Your participation will not require any additional time commitment from you.

	C. Risks and/or Discomforts
	- Explain potential AI-related risks (e.g., discomfort, privacy, inaccuracy, harmful content, bias).
- Describe how risks will be mitigated.
- Include participants’ right to stop participation.
	[bookmark: _Int_Q40ZudJa]1. In studies involving AI, the main risk is to your privacy. Even when your name and contact information (or other identifiers) are removed, AI systems can detect complex patterns that, in rare cases, could make re-identification possible.
2. Interactions with AI may feel [e.g., repetitive or frustrating]. We will minimize this by [mitigation].
[bookmark: _Int_Ls3lbvxd]3. The AI is still in development and may generate recommendations that produce errors or unexpected results. There is a small risk that AI-generated recommendations may be incorrect or misleading. [Modify these statements for project specifics: Researchers and clinicians are trained to review all AI outputs carefully and are required to question or override recommendations that appear inaccurate. The study team monitors AI performance and takes steps to correct errors.]

4. Rarely, harmful or offensive AI-generated content may appear. If this occurs, [actions participants should take]. Support will be available. You may stop participating or request a non-AI alternative at any time.

	D. Benefits
	-Describe if there are any direct benefits to participants in the research or if there are any future benefits to others, society or with future AI tools. 
	1. The benefits of taking part in this research may be [List possible direct benefits of participation, if any]. OR

If there are no direct benefits, state the following instead: There are no direct benefits to you from taking part in this AI research.

[bookmark: _Int_Z6RMdtx4]We hope that your participation may help improve the accuracy, safety, and fairness of future AI tools that support [healthcare professionals in making clinical decisions.].  

	E. Privacy & Confidentiality
	- Describe how data will be stored, analyzed, and protected.
- Specify whether tools are Rutgers-licensed or external.
- Outline potential privacy risks and mitigation strategies.
- State if data will be de-identified or include limited identifiers.
- If using external AI tools not licensed by Rutgers, describe associated confidentiality risks and mitigation steps, including their Terms of Use and Privacy Policies. 
	1. We will use [AI tool(s)] to [describe use]. Data will be [e.g., anonymized, pseudonymized] before analysis. Safeguards include assigning codes, removing identifiers, encryption, and limiting access. We will notify you of any major changes.
1a. The AI tool will access only fully de-identified data* 
*NOTE: This depends on the AI program being used, and the Principal Investigator is responsible for going through the AI’s Terms of Use/Privacy to ensure that any claims about de-identification or anonymization of data used with the AI program are accurate.
1b. The AI tool will access [specific identifiers] to [reason].
2a. This research will use a third-party transcription service, [Insert Name Here] that uses Artificial Intelligence (AI) to [state the purpose clearly, e.g., transcribe interview recordings into text]. You can review their data privacy policy here [insert direct link]. The service [clearly state whether it 'may use' or 'will not use'] your [specify data type, e.g., recordings, images, text] for training their AI models.
2 b. Example: Freed AI transcribes medical consultations, ensuring HIPAA-compliant storage and deletion within 30 days, with options for earlier deletion.

	F. Commercial Use of Data
	-If applicable, explain that this AI research may collect and produce data or other techniques that can lead to commercial profit.
	It is possible that the AI tool developed in this study may one day become part of a commercial product (for example, a software tool that supports clinical decision-making). Should this occur [state either “there is no plan to share with you any financial profits, benefit or compensation if your data from this research helps in this development” OR 

[There is a plan to share profit from products developed from this research with you [and then explain what, when and how it will be shared.] 

Any data shared with external researchers or companies will occur only under approved agreements. If applicable, that limits how data can be used. (Source for this section, Tamiko Eto).

	G. What Happens to My Data After the Study?
	- Explain how data will be managed post-study.
- Clarify de-identification, secondary use, sharing plans, and storage duration.
- State if commercial AI software is used and if data will train the product.
- Acknowledge withdrawal limits and unknown future risks.
- Specify whether AI tools or vendors will retain data, and for how long.
	1. After removing identifiers, your data may be used in future research without further consent.
2. We may continue using your de-identified data to improve AI systems or share it in research repositories. Future techniques could slightly increase re-identification risk.
3. De-identified data may be shared publicly or with other researchers.
4. AI tools (e.g., ChatGPT, Gemini) may temporarily store de-identified data externally.
5. Your data will be stored securely for [X years] on [location], then destroyed.
6. Data processed by the AI will be securely deleted within [timeframe].
7. [Company name] [will/will not] retain [identifiable/de-identified] data. [If applicable, describe any external vendor privacy policies that may apply.]
8. Once used to train AI, data typically cannot be withdrawn.
9. We acknowledge unknown future risks, including the slight possibility that new analytical techniques could re-identify anonymized data.
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